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Most educational research projects today that look at situated, contextualized activities collect video data. And usually we collect far more video (and associated textual and image data) than we can ever analyze using our micro-scale tools. We are very good at analyzing 5 minutes to an hour or two of video or discourse data, but we have little experience with usefully analyzing archives of dozens or hundreds of hours of video.

Even methods of coding large amounts of video, segment by segment (much less frame by frame) and then looking for patterns in the coding frequencies loses practical usefulness when there is more video than we have time or resources to code at a useful level of detail. Moreover, we are more and more often now collecting video across significant periods of time (months to years), and across a range of places (classrooms, schoolyards, street corners, homes) and activities and institutional settings (play, class discussion, computer use, group tasks; families, schools, museums, online communities). This will almost certainly be the case for the Groruddalen study in Oslo. There and in many other projects we want to make systematic connections (and not just statistical comparisons) among video-recorded activities across the dimensions of time, place, activity, and institution. How might we meaningfully do this?

I want to set out several scenarios of possible strategies or approaches, and I hope that we will be able to discuss both these and others and the general issues of video analysis of large archives and video analysis across longer timescales and along traversals across sites and activities.

Scenario 1. Time sampling. 

Imagine that we have an archive or database of videos taken under similar circumstances (similarities of participants, and/or settings, activities, etc.) over an extended period of time. Or multiple ‘cases’ of some sort (different classrooms, different home settings, different community locations), drawn from a homogeneous (in the relevant features) subset of the overall video archive.

For example, we might have classroom video taken in the same classroom, in the same class (time of day), on sequential days, for a number of months. Or we might have video of secondary school students, at home, playing computer games together, in the same group, on a number of days stretching over a similarly long period. Or video records made by students of their walks from home to school, taking different routes, talking with friends, etc. on each day for an extended period.

Suppose we then ‘sample’ such a relatively (or by selection) homogeneous ‘population’ of video segments of constant length (e.g. 3-4 mins.) at random from each video; in what sense might such a collection of segments be ‘representative’ of that portion of the archive? And how could we either determine its representativeness or identify some characteristic features in common?

Just as there is the problem of time in attempting to code a large archive, there is also the problem of time even in trying to view a large number of already selected segments. By some strategy of random sampling, or systematic sampling (e.g. a window of 3-4 minutes at intervals of random length but with a defined mean length of time between windows and a determinate distribution), or the first or middle or last 3-4 minutes of each comparable video, we can in principle reduce the total amount of video time needing to be coded, or to be viewed.

Just as in standard statistical sampling, we could attempt to see how representative various samples are by comparing several samples made according to the same principles with one another, on the features of interest.

Once we have gained confidence that with respect to some features a sample is representative, we could then analyze that sample, or code it, as we currently do.

In an early project I decided to reserve one half of my data, closely comparable on most dimensions to the other half, to remain outside the selection and analysis process, and then used this reserved material after I had reached some conclusions about the other half, which was analyzed in detail, so that I could now test those conclusions in the reserved dataset. This did provide increased confidence in the generalizations, and led to the revision of some of them.

In exploratory analysis, when we are first looking for patterns, consistency across cases, or significant features, we might also be able to take advantage of our human capacity for pattern recognition by taking the set of sample videos and, for example, viewing them one after the other in a continuous stream, perhaps at an accelerated rate, to see whether and in what sense they do appear homogeneous, or what seems to noticeably change across segment boundaries.

Scenario 2. Speed viewing. 

This last point is in principle independent of whether we use some random or systematic sampling to produce an accelerated meta-video or not.

Viewing video without sound allows us to speed up the display many times, and so view through a much larger amount of video far more quickly. Different features and changes may become salient for us in such a speed-viewing, and we can then identify short subsections of video where key changes occur and examine these at normal speed, and with sound, to understand their more specific significance, if any.

For example, in an interview video, a clear shift was noticed from initially constrained head and arm-hand movements by the interviewee in the first 10 minutes or so to much more active and more spatially-extended (broad gestures) movements during the next period of time. Such more active movement may characterize more emotionally emphasized or affect-laden talk topics, and in part there was also a gradual loosening up as the interviewee became more comfortable with the interview situation. This could be seen in the speeded-up display of the video, and probably was clear enough that it could also be recognized and maybe even measured with some metric and visual recognition algorithm by computational means.

In classroom videos viewed at accelerated speed, one can notice periods of greater animation on the part of students, or greater disorganization or lack of coherence in their collective movement vs. other periods of more uniform focus, e.g. of gaze direction toward activity at the chalkboard. Correlating these with indices of overall sound level in the room, it is possible to identify periods of greater vs. lesser focal attention to the teacher (or a student), and periods of lassitude and boredom vs. those of animated participation.

One could imagine speedviewing a collection of home-to-school travel videos to identify common patterns. But doing this sequentially might not be as effective as a more side-by-side comparison. This suggests another scenario.

Scenario 3. Multi-screen comparison. 

Suppose we were to view simultaneously 2, 4, 6, or even 9 videos arranged in a spatial matrix of displays, where each row and column corresponds to video that systematically varies in key metadata (e.g. top row: 3 videos in 3 classrooms by 3 students; mid row: 3 videos by same three students made in homes; bottom row: 3 videos by same 3 students made on walk from home to school). The videos in the matrix windows could also be speeded-up videos or time-sampled meta-videos.

The method of side-by-side comparison of videos that differ only in a single feature to see what other features may also differ noticeably is one many of us will have tried at one time or another. Given current video display technology, however, we might well try extending this to 2x2 comparisons (4 video windows displayed simultaneously) or other combinations (2x3, 3x3). No doubt it would take some experience and training to learn how to effectively attend to such simultaneous displays, but it is probably well within human capability. Not so of course with the audio (I think), but it would be easy to arrange that one could click on any of the windows to allow only its audio to be heard.

Controls would also be important, e.g. to run the videos back, pause them together, increase the simultaneous rate of playback, etc. While this is a rather speculative approach, it seems interesting to give it a try.

Scenario 4. Multiple Timescale Analysis

One of the advantages of speedviewing is to allow ourselves to look at a compressed playback of a longer time period as if it were happening quickly. This technique is of course well known from stroboscopic photography for slowing down rapid processes (the famous hummingbird video studies, for example), and for viewing at a human timescale much longer timescale processes, such as accelerated daily videos of traffic density on a highway, or the growth of a plant, and other time-lapse video methods.

But theoretical principles suggest that we should be concerned not simply with one timescale of processes or another, but with relationships across timescales.

Suppose that we had a computer-based system for viewing extended amounts of video where the whole video was represented by a timeline of still images, taken at fixed intervals (such systems already exist). But now we add to this the capability to expand the timeline, or focus in on specific subintervals, so that on a next line, we see the stills taken at much shorter time intervals, a sort of ‘zooming’ in capability with respect to time. Depending how many such levels of zoom there were, the lowest level would be the continuous video footage of some segment, but it would always remain ‘situated’ as it were with respect to the longer timescales.

Each such timescale could then be annotated for features peculiar to that scale, accelerated time-lapse videos could be called out from the timeline and displayed in video windows, perhaps again in a side-by-side or 2x2, etc. configurations, comparing videos at the same timescale from different places along the timeline, and/or videos at different timescales, perhaps nested ones around the same point on the timeline, thus restoring the ability to place events in their multiple temporal contexts.

Scenario 5. Place synthesis. 

There is a program or service that Microsoft bought from its creators and named PhotoSynth:  http://www.ted.com/talks/blaise_aguera_y_arcas_demos_photosynth.html 

It basically takes still photos from a variety of sources, say publicly available images on the web that have no original relationship or connection to one another, and which ‘assembles’ them into a montage that in effect reconstructs the common scene of which they all represent different ‘views’. Say of a cathedral in Paris, taken by a lot of tourists and professional photographers. Moreover, one can zoom in from photos in long shot view to those in close-up view of various details of the composite image.

Now imagine that this were done with videos, using stills from the videos to form a composite image for purposes of both navigation in the video database and the recreation from them of a three-dimensional space or place. That might include a traversal, say along the trajectory of a person in the course of a day, or just a walk from home to school, or of a classroom over some period of time, or an after-school center, or anything larger or smaller, with greater or lesser extension in space, and in time.

In a more ambitious version, the composite images could be time-marked from the videos that lie behind them (i.e. those which their still frames index), so that one could scroll through time (think of Apple’s TimeMachine backup displays), seeing the representative images shifting in synchrony with the clock, or perhaps even shifting in synchrony with the running of one particular video in the set, at whatever speed one wishes.

This might well have some of the properties and advantages of Roy Pea’s Diver video system, but allow multiple cameras and outdoor multi-view “360 degree” images and video, without the need and limitations of the special camera system of Diver.

In addition it would not need to consist only of views onto the same scene at the same time, but could include views onto that scene made at different times by different project participants. It could potentially give us a highly spatialized way of looking at a video corpus.

A variation of this theme might also include GPS location-indexed videos that could be navigated from a map-like interface. That solution however relies on imposing a map external to the corpus, rather than in effect creating such a map based on synthesizing from the views made by participants in the project. The ‘subjective landscape’ as it might be called, in contrast to an imposed ‘real’ geography.

Something similar could presumably also be done with subjective-collective landscapes within virtual worlds (as in a computer game or 3D simulation world).

Scenario 6. Cultural analytics.

Lev Manovich, well-known as the author of The Language of New Media and a faculty member at UCSD, is engaged in an exploratory project he calls Cultural Analytics:

http://lab.softwarestudies.com/2008/09/cultural-analytics.html 

The approach in this project is to take large media databases and attempt to find and display patterns within the data by use of computational algorithms.

It is possible to analyze video archives for particular markers by computerized automated image recognition (and/or sound/voice recognition) programs and display results of statistical analyses through derived meta-videos and other graphical displays on very large (room-sized) hi-resolution displays. The markers are defined by analysts as those significant for the research and may be identified through hypothesis formation based on some of the other techniques above.

One might, for example, use visual recognition algorithms or learning algorithms (see below) to identify places in a video corpus where participants shown in a video suddenly become more visibly animated (e.g. going from restricted gestures to broad gestures and body and head movements), and audio recognition procedures to look for correlated moments when speech becomes more ‘intense’ vocally (higher pitch, louder, other acoustic markers), as ways of identifying candidate episodes from the video archive in which there is some significant increase in the emotional engagement or animation of participants.

Even if current technology remains somewhat limited in these areas, being able to go from a very large video archive to a much smaller set of candidate segments which could then be reviewed manually could be very helpful, despite the expected number of ‘false positives’ among the candidates.

Scenario 7. Vector classification. 

Perhaps this scenario should be considered a special case within Cultural Analytics, or more generally within computational pre-analysis or intelligent selection of episodes from a corpus. There is a widely used computer science technique for the “find more like this” problem, which takes a training set of instances of video segments that have some identified properties of interest and then tries to find other segments with similar properties. 

Correspondingly, it can also be used to automate the separation of video segments into statistically separable, more or less disjoint clusters in a feature space (cf. principal components analysis, cluster analysis, etc. with quantitative data). To the extent that such properties cluster statistically, training on some may reveal others, and within those that are found as candidates, we may also then be able to see distinct subsets based on the initial or on associated features. 

This approach may work better once other methods have been used to get us to more specific hypotheses about relevant features, or relevant sets of ‘training examples’ – those which are used to ‘teach’ the program what to look for in the remainder of the corpus. How useful it might be as an exploratory technique remains to be examined, and this may depend a lot on the particular kinds of patterns and marker indices we are interested in. It is in any case an instance of a very general strategy:

http://en.wikipedia.org/wiki/Supervised_learning 

which may solve the task through specialized techniques such as Support Vector Machines, naïve Bayesian classifiers, and other mathematical-computational approaches.

For some start-of-the-art applications to video see:

http://trecvid.nist.gov/ 

I will upload one or two example papers on this to our Google site. Or follow links to recent papers of 2008, 2009 by the MediaMill group of the University of Amsterdam, which I found particularly revealing, and which were also among the most successful in these ‘competitions’ to advance the state of the art.

Conclusion.

Overall, what I am suggesting here is that we do not need to give up on the goal of finding effective ways to mine large video databases from a project such as Learning Lives.

Micro-analysis of selected episodes identified ‘by hand’, while important, and perhaps always the final end-point method of understanding the meaning and significance of possible patterns identified in other ways, need not be our only tool.

I think we should be eagerly seeking out ways to expedite, automate, or just computationally assist in the processes of pattern identification and exploration, selection of episodes of relevance for some research concern, intelligent viewing of such episodes, and ultimately displaying patterns found and hypothesized for others in new and useful, visually helpful ways.

Moreover, in doing so, I think we may find techniques to enable us to organize video segments and episodes in ways that help us see and understand relationships across space and place, time and activity.

It also seems likely to me that as we develop more automated computational methods of analyzing large databases of text and media data and displaying the results in meaningful, visual (and perhaps multimedia) ways, this development will bring to an end the current cross-play between more quantitative and more qualitative methods of research. The logic of quantitative research will be rejected for the study of complex human or social-ecological phenomena, but its mathematical methods and extensions of them will be retained. The rationale and general conceptual approach of qualitative research will be the basis of future studies, but many of its current methods of data analysis may be superseded.

In our session together, I hope we can discuss what sorts of relationships of these kinds are significant for our own work and interests, what kinds of characteristic indices or markers enable us to identify video segments of special relevance for our concerns, and your reactions to the various approaches or scenarios I have sketched out here and their potential usefulness to your work and to the Groruddalen project.

